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Abstract
Purpose – Personal bankruptcy is on the rise in Malaysia. The Insolvency Department of Malaysia reported that personal bankruptcy has increased since 2007, and the total accumulated personal bankruptcy cases stood at 131,282 in 2014. This is indeed an alarming issue because the increasing number of personal bankruptcy cases will have a negative impact on the Malaysian economy, as well as on the society. From the aspect of individual’s personal economy, bankruptcy minimizes their chances of securing a job. Apart from that, their account will be frozen, lost control on their assets and properties and not allowed to start any business nor be a part of any company’s management. Bankrupts also will be denied from any loan application, restricted from travelling overseas and cannot act as a guarantor. This paper aims to investigate this problem by developing the personal bankruptcy prediction model using the decision tree technique.

Design/methodology/approach – In this paper, bankrupt is defined as terminated members who failed to settle their loans. The sample comprised of 24,546 cases with 17 per cent settled cases and 83 per cent terminated cases. The data included a dependent variable, i.e. bankruptcy status (Y = 1(bankrupt), Y = 0 (non-bankrupt)) and 12 predictors. SAS Enterprise Miner 14.1 software was used to develop the decision tree model.

Findings – Upon completion, this study succeeds to come out with the profiles of bankrupts, reliable personal bankruptcy scoring model and significant variables of personal bankruptcy.

Practical implications – This decision tree model is possible for patent and income generation. Financial institutions are able to use this model for potential borrowers to predict their tendency toward personal bankruptcy.

Social implications – Create awareness to society on significant variables of personal bankruptcy so that they can avoid being a bankrupt.
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Originality/value – This decision tree model is able to facilitate and assist financial institutions in evaluating and assessing their potential borrower. It helps to identify potential defaulting borrowers. It also can assist financial institutions in implementing the right strategies to avoid defaulting borrowers.
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1. Introduction

Personal bankruptcy cases in Malaysia have been on an upward trend since 2007. In Malaysia, a debtor is declared a bankrupt, pursuant to an adjudication order made by the High Court against the debtor if he/she is unable to pay his/her debts of at least RM30,000 (Malaysia Department of Insolvency, 2017). The Credit Counseling and Debt Management Agency (Agensi Kaunseling dan Pengurusan Kredit, AKPK) reportedly claimed in Utusan Online (Zainon, 2016) that the reasons for financial difficulty include:

- improper financial planning (49.7 per cent);
- business failure (15.2 per cent);
- cost of living after retirement (11.7 per cent);
- higher medical cost (11 per cent);
- unemployment (9.5 per cent); and
- other miscellaneous reasons (2 per cent).

Meanwhile, Datuk Seri Azalina Othman Said, a minister at the Prime Minister’s Department, stated that personal bankruptcy cases often occur due to hire purchase loans, personal loans and housing loans. She also added that a total number of 22,581 personal bankruptcy cases, as recorded by the Insolvency Department between 2012 and September 2016, had involved individuals aged between 25 and 34 years old (Bernama, 2016).

In 2014, the Insolvency Department of Malaysia reported that personal bankruptcy cases have increased, from 13,238 cases in 2007 to 22,351 cases in 2014. This showed an increase of 68.8 per cent, with the total accumulated personal bankruptcy cases of 131,282 in 2014. This is alarming because, if the number of personal bankruptcy cases continues to increase, it will have a negative impact on the Malaysian economy and on the society. From the aspect of individuals’ personal economy, bankruptcy minimizes their chances of securing a job.

As one of the efforts taken to curb the increasing household debt which mainly leads to personal bankruptcy, Bank Negara Malaysia has set up a debt management agency. This agency is an avenue for potential individual borrowers and distressed borrowers to acquire assistance and seek advice in managing their debts and finances. Thus, this paper illustrates the application of data mining techniques to determine the conditional probability of a borrower belonging to a class (bankrupt or non-bankrupt) using the decision tree model. The findings from this study are useful for various parties to make decisions and management agencies, hire-purchase companies and credit companies. These actions are important to avoid or to prevent default payment, bad debts and personal bankruptcy. Therefore, the objectives of this paper are to identify the significant predictors and to determine the conditional probability of a borrower belonging to a class (bankrupt or non-bankrupt) using the decision tree model.

This paper is organized as follows: Section 2 provides a review on personal bankruptcy studies and the methods used in the analysis. The methodology for the decision tree model is covered in Section 3. The results are discussed in Section 4. Finally, Section 5 concludes the paper.
2. Literature review

Personal bankruptcy issues have been a pressing concern to the governments, bankers, creditors and financial researchers in recent years. Offering important body of information to financial institutions helps them evaluate the risk of their credit portfolio in a timely manner, as well as help them to formulate their respective risk management strategies (Min and Lee, 2008). Erroneous decision-making by financial institutions will likely lead to financial crises and distress. Therefore, bankruptcy prediction and credit scoring are very important when making financial decisions (Tsai, 2014). Moreover, the efforts to reduce the probability of a customer defaulting, which predicts customer risk, support and help maximize the expected profit from that customer, especially for banks and credit companies (Abdou and Pointon, 2011).

Fisher (2005) found that household heads who are older, white, less educated and in poor health are significantly more likely to file for bankruptcy. On the one hand, Agarwal et al. (2011) indicated that mobility, rural residency, homeownership, marital status and age are the significant predictors for personal bankruptcy. In addition, Jullamon (2012) revealed that the bankrupts are usually those in their fifties, low-income earners, unemployed, without property ownership and defaulted on the loan agreement.

Apart from household characteristics, technologies and regulations have also impacted the level of bankruptcy. Livshits et al. (2010) reported that credit market innovations or changes that reduce the cost of bankruptcy (such as filing fees), together with the cost of borrowing (such as interest rates) play an essential role toward the rise in bankruptcy cases. The banking deregulation and technology changes play an important role in the increase of consumer bankruptcy. Debts, defaults and state laws have also contributed to bankruptcy filing (Dick and Lehnert, 2010). Bland et al. (2007) found that the causes of bankruptcy include:

- overspending on credit cards;
- poor financial management;
- problems with house payment or property taxes; and
- loss of jobs.

Azaizeh (2010) also pointed out that those with higher credit card debts, older household heads and have bad payment history are more likely to file for bankruptcy. Correspondingly, Zhu (2013) reported that households that file for bankruptcy have spent beyond their means by extending their credit facilities. Meanwhile, Dawsey (2014) indicated that borrowers' number of loans significantly increase the probability of bankruptcy. Additionally, anti-harassment, garnishment and exemption law impact the borrowers' choice of informal bankruptcy, formal bankruptcy and repayment.

Despite the continual growth of personal bankruptcy cases since 2007, this issue remains an under-investigated research area. To the best of the researcher's knowledge, only six studies were conducted on personal bankruptcy issues in Malaysia. Selvanathan et al. (2016) explored the factors affecting personal bankruptcy cases based on a sample of Klang Valley residents using Pearson correlation coefficient and multiple regression analysis. They found that there were positive relationships between money management, financial literacy and non-performing loan with personal bankruptcy. Nair et al. (2016) applied logistic regression to identify the determinants of civil servants' bankruptcy probability in Malaysia. They found that asset ownership, attitude toward debts and financial management practices are significant predictors of personal bankruptcy. Noordin et al. (2012) investigated the relationship between knowledge about credit card and knowledge about bankruptcy, and
the relationship between lifestyle and bankruptcy. The method they deployed was
descriptive statistics, namely, correlation. They found that there is a negative relationship
between knowledge about credit card and bankruptcy due to credit card debts, as well as
there is no relationship between lifestyle and bankruptcy due to credit card debts.

Eaw et al. (2014) focused on the causality factors of personal bankruptcy, and later, Eaw
et al. (2015) examined the moderating effects of psychographic factors on the association
between numerical and financial management outcome using structural equation
modeling. They found that good numerical ability leads to a better financial management
outcome, and less likely to cause financial stress and bankruptcy. In their 2015 research,
they found that there was a positive relationship between numerical ability and financial
management outcome. Individuals with low materialistic value were also found to be more
likely to avoid high borrowing when they have high level of numerical ability. Othman
et al. (2015) studied the profiles of bankrupts, sources of bankruptcy, the loan types leading
to bankruptcy and financial status before bankruptcy. They analyzed their data using
descriptive statistics and independent samples t-test. Their findings revealed that poor
financial management, overspending and failure in business are the reasons for bankruptcy.

Personal bankruptcy prediction has been an increasing concern, both to the industry and
for the purpose of academic investigation, as it often results in significant losses to the
creditors (Xiong et al., 2013). Financial distress and crises deeply affect the shareholders,
managers, workers, lenders, suppliers, clients, communities and governments. Therefore, it
is very important to develop financial distress or personal bankruptcy prediction model
(Tsai, 2014). Apart from the development of the bankruptcy prediction model, the accuracy
of personal bankruptcy prediction is a major issue to the shareholders, creditors, policy
makers and business managers (Olson et al., 2012). According to Daskalaki et al. (2003),
insolvency or bankruptcy prediction makes sense in business terms if it is applied early
enough to be of any use for the company.

Credit scoring has been regarded as a core appraisal tool by different institutions for the
last few years and has been widely investigated in different areas, such as finance and
accounting (Abdou and Pointon, 2011). The credit risk model provides important
information to help financial institutions formulate good risk-management strategies (Min
and Lee, 2008). The credit risk model evaluates the risk in lending to a particular client as the
model estimates the probability that an applicant, with any given credit score, will be “good”
or “bad” (Rezá and Rezá, 2011). It also quantifies the risks associated with credit requests
by evaluating the social, demographic, financial and other data collected at the time of the
application (Paleologo et al., 2010). A broad scope of statistical techniques are used in
building credit scoring models. Techniques, such as weight-of-evidence measure,
discriminant analysis, regression analysis, probit analysis, logistic regression, linear
programming, Cox’s proportional hazard model, support vector machines, neural networks,
decision trees, K-nearest neighbor (K-NN), genetic algorithms and genetic programming are
all widely used in building credit scoring models by statisticians, credit analysts,
researchers, lenders and computer software developers (Abdou and Pointon, 2011).

Decision tree (DT) is also commonly used in data mining. It is frequently used in the
segmentation of population or predictive models. It is also a white box model that indicates
the rules in a simple logic. Because of the ease of interpretation, it is extremely popular in
assisting users to understand various aspects of their data (Choy and Flom, 2010). DTs are
produced by algorithms that identify various ways of splitting a data set into branch-like
segments. It has a set of rules for dividing a large collection of observations into smaller
homogeneous groups with respect to a particular target variable. The target variable is
usually categorical, and the DT model is used either to calculate the probability that a given
record belongs to each of the target category or to classify the record by assigning it to the most likely category (Ville, 2006).

Several studies have shown that DT models can be applied to predict financial distress and bankruptcy. For example, Chen (2011) proposed a model of financial distress prediction that compares DT classification to logistic regression (LR) technique using samples of 100 Taiwan firms listed on the Taiwan Stock Exchange Corporation. The DT classification approach had better prediction accuracy than the LR approach.

Irimia-Dieguez et al. (2015) developed a bankruptcy prediction model by deploying LR and DT technique on a data set provided by a credit agency. They then compared both models and confirmed that the performance of the DT prediction had outperformed LR prediction. Gepp and Kumar (2015) indicated that financial distress and the consequent failure of a business are usually extremely costly and disruptive event. Therefore, they developed a financial distress prediction model by using the Cox survival technique, DT, discriminant analysis and LR. The results showed that DT is the most accurate in financial distress prediction. Mirzei et al. (2016) also believed that the study of corporate default prediction provides an early warning signal and identify areas of weaknesses. Accurate corporate default prediction usually leads to numerous benefits, such as cost reduction in credit analysis, better monitoring and an increased debt collection rate. Hence, they used DT and LR technique to develop a corporate default prediction model. The results from the DT were found to best suit the predicted corporate default cases for different industries.

3. Research method
This study involved a data set obtained from an authorized debt management agency. The data consisted of settled members and terminated members. Settled members were those who managed to settle their loans, while terminated were those who were unable to pay their loans. There were 4,174 settled members and 20,372 terminated members. The total sample size was 24,546 with 17 per cent (4,174) settled and 82.99 per cent (20,372) terminated cases. It is noted here that the negative instances belong to the majority class (terminated) and the positive instances belong to the minority class (settled); imbalanced data set. According to Akosa (2017), the most commonly used classification algorithms data set (e.g. scorecard, LR and DT) do not work well for imbalanced data set. This is because the classifiers tend to be biased toward the majority class, and therefore perform poorly on the minority class. He added, to improve the performance of the classifiers or model, downsampling or upsampling techniques can be used. This study deployed the random undersampling technique. The random undersampling technique is considered as a basic sampling technique in handling imbalanced data sets (Yap et al., 2016). Random undersampling (RUS), also known as downsampling, excludes the observations from the majority class to balance with the number of available observations in the minority class. The RUS was used by randomly selecting 4,174 cases from the 20,372 terminated cases. This RUS process was done using IBM Statistical package for the Social Science (SPSS) software. Therefore, the total sample size was 8,348 with 50 per cent (4,174) representing settled cases and 50 per cent (4,174) representing terminated cases for the balanced data set. This study used both sample sizes for further analysis to see the differences in the results of the statistical analyses of this study.

The data covered the period from January 01, 2010 to October 31, 2015, which were received in Excel files. Data cleaning was the first step to remove outliers and redundant data. Once the data cleaning process was completed, the Excel data file was converted into a SAS file using SAS 9.4 software. The LR, scorecard and DT models were run using the SAS Enterprise Miner 14.1 software.
A DT model consists of a set of rules for dividing a large heterogeneous population into smaller, more homogeneous groups with respect to a particular target variable. The target variable is usually categorical, and the DT model is used either to calculate the probability that a given record belongs to each of the categories or to classify the records by assigning it to the most likely class (Linoff and Berry, 2011).

According to Ville (2006), the Gini index is used as a measure for node impurity. Linoff and Berry (2011) mentioned that purity measures for evaluating splits for categorical target variables include the Gini index. Sarma (2017) added that, when the target variable is binary, the impurity reduction achieved by the split is measured by Gini index. Hence, this study used Gini index as the splitting criteria. The Gini index compares impurity reduction on the splits and selects the one that achieves the greatest impurity reduction as the best split (Sarma, 2017). Gini is one of the popular splitting criteria in selection of attributes (or variables) in building the DT. The variables are ranked based on their Gini values. The Gini splitting criteria was used to develop the DT model.

For a binary split (a split with two nodes) for variable X, the Gini coefficient for each variable is calculated as follows (Linoff and Berry, 2011):

\[
G_L = Gini_{X(left\ node)} = (p_{good})^2 + (p_{bad})^2
\]

\[
G_R = Gini_{X(right\ node)} = (p_{good})^2 + (p_{bad})^2
\]

where \( p \) is the proportion of good and bad cases in the respective node. Then,

\[
Gini_X = \left(\frac{n_L}{n}\right) * G_L + \left(\frac{n_R}{n}\right) * G_R \quad \text{where} \quad n_L + n_R = n
\]

An example of the Gini coefficient calculation based on Nodes 2 and 3 (refer to Figure 2) is presented below:

\[
G_L = (0.7198)^2 + (0.2802)^2 = 0.5966
\]

\[
G_R = (0.9297)^2 + (0.0703)^2 = 0.8692
\]

\[
Gini_{Outstanding\ loan} = \left(\frac{3498}{3498 + 3867}\right) * 0.5966 + \left(\frac{3867}{3498 + 3867}\right) * 0.8692 = 0.73977 \approx 0.74
\]

*outstanding loan = LoanOutstandingRange (variable name in the SAS system)

Gini is a measure of purity and ranges from 0 to 1. A Gini close to 1 indicates that the split is pure (that is the variable can split the good and bad cases based on that variable). The variable with the highest Gini score will be used in the first split. Successive splits will be based on Gini score too.

4. Results
Based on Figure 1, these are the decision rules of the DT model (imbalanced data):
If the borrowers have outstanding loan RM30k and above, then their status is bankrupt (Node 3).

If the borrowers have number of loans between five and eight or nine and above, outstanding loan is RM29,999 and below, then their status is bankrupt (Node 5).
If the borrowers are Malay or Indian, number of loans are between one and four, outstanding loan is RM29,999 and below, then their status is bankrupt (Node 9).

If the borrowers are Chinese, number of loans are between one and four, outstanding loan is RM29,999 and below, household monthly income is RM1,000 and below or between RM1,001 and RM2,000, then their status is bankrupt (Node 17).

If the borrowers are Chinese, number of loans are between one and four, number of children are between four and six or seven and above, outstanding loan is RM29,999 and below, household monthly income is between RM2,001 and RM3,000 or RM3,001 and above, then their status is bankrupt (Node 32).

If the borrowers are Chinese, number of loans are between one and four, number of children are between zero and four, outstanding loan is RM29,999 and below, household monthly income is between RM2,001 and RM3,000, then their status is bankrupt (Node 64).

If the borrowers are Chinese, number of loans are between one and four, number of children are between zero and four, outstanding loan is RM29,999 and below, household monthly income is above RM3,000, then their status is non-bankrupt (Node 65).

Figure 1 displays the DT model for imbalanced data and number of decision rules. From the above decision rules, the profiles of a bankrupt from imbalanced data set are:

- a borrower who has outstanding loan of RM30k and above;
- a borrower who has the number of loans of five and above;
- a borrower who is a Malay or Indian with number of loans between one and four; and
- a borrower who is a Chinese with household monthly income of RM2,000 and below.

Figure 2 displays the DT model for balanced data and number of decision rules.
Based on Figure 2, these are the decision rules of the DT model (balanced data):

- If the borrowers have nine loans and above, outstanding loan is RM30k and above, then their status is bankrupt (Node 6).
- If the borrowers have number of loans between one and four, number of children is nil or between one and three outstanding loan is RM29,999 and below, then their status is non-bankrupt (Node 8).
- If the borrowers have number of loans between five and eight, outstanding loan is RM30k and above, then their status is bankrupt (Node 14).
- If the borrowers have number of loans between one and four, number of children are between four to six or seven and above, outstanding loan is RM29,999 and below, employment status is private sector or public sector or retired or unemployed, then their status is non-bankrupt (Node 18).
- If the borrowers have number of loans between five and eight, outstanding loan is RM29,999 and below, household monthly income is more than RM3k, employment status is public sector, then their status is non-bankrupt (Node 20).
- If the borrowers are Malay, number of loans are between five and eight, outstanding loan is between RM29,999 and below, household monthly income is more than RM3k, employment status is public sector or self-employed, then their status is bankrupt (Node 23).
- If the borrowers have number of loans between one and four, outstanding loan is RM30k and above, employment status is self-employed or public sector or retired or unemployed, then their status is bankrupt (Node 30).
- If the borrowers have number of loans between one and four, number of children are between four and six or seven and above, outstanding loan is RM29,999 and below, household monthly income is between RM1,001 and RM2,000 or RM2,001 and RM3,000, employment status is self-employed, then their status is bankrupt (Node 38).
- If the borrowers have number of loans between one and four, number of children are between four and six or seven and above, outstanding loan is RM30k and above, household monthly expenses is RM3,001 and above, employment status is self-employed, then their status is bankrupt (Node 39).
- If the borrowers have number of loans between five and eight, outstanding loan of RM29,999 and below, household monthly income is between RM1,001 and RM2,000 or RM2,001 and RM3k, employment status is public sector, age is between 50-59 years, then their status is non-bankrupt (Node 42).
- If the borrowers have number of loan between five and eight, outstanding loan is RM29,999 and below, household monthly income is between RM1,001 and RM2,000 or RM2,001 and RM3k, employment status is public sector, aged between 30-39 and 40-49 years, then their status is bankrupt (Node 43).
- If the borrowers are Chinese or Indian, number of loans are between five and eight, outstanding loan is RM29,999 and below, household monthly income is between RM1,001 and RM2,000 or RM2,001 and RM3k, employment status is private sector or self-employed, then their status is bankrupt (Node 44).
- If the borrowers have number of loans between one and four, outstanding loan RM30k and above, household monthly income is between RM1,001 and RM2,000 or
RM2,001 and RM3k, employment status is private sector, then their status is bankrupt (Node 61).

- If the borrowers are Chinese or Indian, number of loans are between five and eight, outstanding loan is RM29,999 and below, household monthly income is RM3k and above, household monthly expenses are between RM2,001 and RM3,000, employment status private sector or self-employed, then their status is bankrupt (Node 80).

- If the borrowers are Chinese or Indian, number of loans are between five and eight, outstanding loan is RM29,999 and below, household monthly income is more than RM3k, household monthly expenses are between RM1,001 and RM2,000, employment status private sector or self-employed, then their status is non-bankrupt (Node 81).

- If the borrowers have number of loans between one and four, outstanding loan is between RM90k and RM119.9k or RM150k and above, household monthly income is more than RM3k, employment status is private sector, then their status is bankrupt (Node 104).

- If the borrowers have number of loans between one and four, outstanding loan is between RM30k and RM59.9k or RM60k and RM89.9k or RM120k and RM149.9k, household monthly income is more than RM3k, employment status is private sector, then their status is non-bankrupt (Node 105).

From the above decision rules, the profiles of a bankrupt based on balanced data set are:

- borrowers who have number of loans of more than five and high outstanding loan (RM30k and above);
- borrowers who are Malay and self-employed or work in the private sector;
- borrowers who are self-employed, work in the public sector or retired or unemployed with high outstanding loan (RM30k and above);
- borrowers who are self-employed, number of children are more than four and household monthly expenses is RM3,000 and below;
- borrowers are between 30 and 39 years or 40 and 49 years old and work in the public sector;
- borrowers who are Chinese or Indian with household monthly income of RM3,000 and below;
- borrowers who work in the private sector with high outstanding loan (RM30k and above) and household income of RM3,000 and below;
- borrowers who are Chinese or Indian, work in the private sector or self-employed with household expenses between RM2,001 and RM3,000 per month; and
- borrowers who work in the private sector with outstanding loan between RM90k and RM119.9k or RM150k and above.

Table I displays the significant variables of a DT model for the balanced and imbalanced data sets. For the imbalanced data set, there are five significant variables and eight for the balanced data set.

Performance measure consists of misclassification, accuracy, sensitivity and specificity rate. Misclassification is the probability of the model has wrongly predicted bankrupt as non-bankrupt and non-bankrupt as bankrupt. Accuracy means the probability of the model
correctly predicted bankrupt and non-bankrupt. Sensitivity is the probability that the model can correctly predict bankrupt, and specificity means the probability of the model can correctly predict non-bankrupt. A good model consists of lower misclassification rate and higher accuracy and sensitivity rate (Akosa, 2017; Brown, 2014).

Table II displays the performance measure results. The results showed that the validation classification accuracy and specificity for the imbalanced data set is 83.29 per cent and 6.62 per cent, respectively. The specificity rate is low, less than 10 per cent, and sensitivity rate is 99 per cent (high rate, almost perfect) which indicated that the DT model was affected by the imbalanced data. Then, undersampling was performed by randomly selecting 4,174 cases from the 20,372 distressed cases, and re-evaluating the model using the balanced sample of 8,348 cases. The validation classification accuracy decreased slightly to 70.9 per cent, but the sensitivity rate increased to 81.23 per cent.

5. Conclusion
This paper discussed the improvements in the classification of personal bankruptcy using random undersampling to correct the imbalanced data. The application of DT in this study showed that the specificity rate had increased after the random undersampling strategy was applied. In practical applications, classification methods which are easy to understand such as DTs are more appealing to users (Yap et al., 2011). In conclusion, the predictive performance of a DT model based on a balanced data set is more reasonable compared to an imbalanced data set. In future research, we intend to consider the LR model, support vector machine and naive Bayes model.

<table>
<thead>
<tr>
<th>Model</th>
<th>Significant variables</th>
</tr>
</thead>
<tbody>
<tr>
<td>DT</td>
<td>Outstanding loan</td>
</tr>
<tr>
<td></td>
<td>Number of loans</td>
</tr>
<tr>
<td></td>
<td>Number of children</td>
</tr>
<tr>
<td></td>
<td>Household monthly income</td>
</tr>
<tr>
<td></td>
<td>Race</td>
</tr>
<tr>
<td></td>
<td>Outstanding loan</td>
</tr>
<tr>
<td></td>
<td>Number of loans</td>
</tr>
<tr>
<td></td>
<td>Number of children</td>
</tr>
<tr>
<td></td>
<td>Household monthly income</td>
</tr>
<tr>
<td></td>
<td>Household monthly expenses</td>
</tr>
<tr>
<td></td>
<td>Employment status</td>
</tr>
<tr>
<td></td>
<td>Race</td>
</tr>
<tr>
<td></td>
<td>Age</td>
</tr>
</tbody>
</table>

Source: Output from SAS Enterprise Miner 14.1 software

<table>
<thead>
<tr>
<th>Model</th>
<th>Imbalanced data (n = 24,546)</th>
<th>Balanced data (n = 8,348)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Training (%)</td>
<td>Validation (%)</td>
</tr>
<tr>
<td>DT</td>
<td>Accuracy</td>
<td>83.38</td>
</tr>
<tr>
<td></td>
<td>Misclassification</td>
<td>16.61</td>
</tr>
<tr>
<td></td>
<td>Specificity</td>
<td>7.22</td>
</tr>
<tr>
<td></td>
<td>Sensitivity</td>
<td>98.99</td>
</tr>
</tbody>
</table>

Source: Output from SAS Enterprise Miner 14.1 software
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